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A B S T R A C T

Ethics research developed partly in response to calls from organizations to understand and

solve unethical behavior. We examine two approaches to mitigating unethical behavior:

(1) values-oriented approaches that broadly appeal to individuals’ preferences to be more

moral, and (2) structure-oriented approaches that redesign specific incentives, tasks, and

decisions to reduce temptations to cheat in the environment. This paper explores how

these approaches can change behavior. We argue that integrating both approaches while

avoiding incompatible strategies can reduce the risk of adverse effects that arise from

taking a single approach and leverage the strengths of both approaches.
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Following the corporate scandals at Enron, Halliburton,
Worldcom, and several other notable firms, many called on
business schools to reorient the moral compass of their
students and on government to rethink policies. In
response to these calls throughout the last decade,
business schools have devoted more classroom time to
ethics and policy makers have introduced new regulations.
Despite these efforts, more scandals, such as the Madoff,
Olympus, and the Libor cases, have surfaced year after
year. These events may partially explain the growing
interest in ethics research; consequently, the field of
behavioral ethics has thrived (Bazerman & Moore, 2012;
Brief, 2012; Messick & Bazerman, 1996; Treviño, Weaver, &
Reynolds, 2006). Although we know far more now than we
did before about the conditions under which individuals
are likely to behave unethically (see Bazerman & Gino,
2012; Monin & Jordan, 2009 for recent reviews), our
current understandings are still primarily descriptive. We
have not yet identified the main strategies groups and
organizations can adopt to implement change and tested
their effectiveness empirically (Moore & Gino, 2013). This
paper responds to the challenge of advancing our current
knowledge of unethical behavior from largely descriptive
research to a framework aimed to reduce or even eliminate
unethical behavior in organizations.

One of the robust findings of behavioral ethics
research is that dishonesty is difficult to change due to
three main reasons. First, individuals often engage in
unethical behavior without the awareness that they are
doing so (Chugh, Bazerman, & Banaji, 2005). Second, even
when people recognize they are acting unethically, they
fail to realize that social and situational forces are
pushing them to cross ethical boundaries (Moore & Gino,
2013). Thus, morality is both dynamic and malleable
(Monin & Jordan, 2009): even if we care about being
moral, most of us—under certain social or situational
pressures—act unethically. Finally, unethical behaviors
are often difficult to detect, especially when observers of
the behavior operate under motivated biases (e.g., people
fear being harmed if they detect others cheating; see
Gino, Moore, & Bazerman, 2009). This paper responds to
the difficulty of reducing unethical behavior with a
framework that takes into account the behavioral
realities that challenge all of us.

Our goal is twofold. First, we identify approaches to
mitigating unethical behavior based on empirical evidence
from existing research in moral psychology and behavioral
ethics. Second, we develop a framework for evaluating
different strategies with prescriptive recommendations on
how to reduce unethical behaviors. By prescriptive
recommendations, we mean actionable knowledge—as
opposed to knowledge that explains or describes a

Dukerich, 1991). We derive our prescriptive recommenda-
tions from both descriptive research about the antecedents
and consequences of unethical behavior and prescriptive
research showing the (in)effectiveness of organizationally
relevant interventions.

Drawing on the wealth of research on unethical
behavior accumulated over the last decade that explains
why individuals act immorally and the conditions that
foster dishonesty, we dichotomize ethical fixes into two
broad categories: values-oriented and structure-oriented

approaches. Values-oriented approaches shift people’s
preferences to be moral, whereas structure-oriented
approaches seek to design incentives, decisions, and tasks
such that the unethical option is less tempting. Based on
theory and empirical findings, we propose that adopting
both values-oriented and structure-oriented approaches
mitigates the risk of adverse effects from one strategy
taken from a single approach. We discuss areas for future
research and implications for theory, as well as business
practice and policy.

Why do people act unethically?

In this paper, we use Jones’ (1991) definition of
unethical behaviors as those actions that have harmful
effects on others people and are ‘‘either illegal or morally
unacceptable to the larger community’’ (p. 367), comprised
of groups, organizations or societies more broadly. Based
on this definition, examples of unethical behaviors
include—among others—violations of ethical norms or
standards (whether legal or not), stealing, lying and
cheating (Reynolds & Ceranic, 2007; Treviño et al.,
2006). We use the term ‘‘unethical’’ to include cheating
and acting dishonestly, immorally, and deceptively.

Traditional models in economics on crime suggest that
individuals commit wrongful acts when the benefits of
wrongdoing outweigh the costs for situations in which
they are faced with the decision to act ethically or
unethically (Becker, 1978; Jensen & Meckling, 1976;
Prendergast, 1999). The distinguishing feature of these
models is that individuals act out of self-interest and that
they consciously choose to act either ethically or unethi-
cally, depending on the ratio of benefits to costs.

Although traditional versions of these ‘‘rational’’
models provide a parsimonious framework for under-
standing individual’s unethical actions, they do not focus
on social attributes that a decision-maker might value,
particularly the degree to which individuals value being
honest. For example, whereas standard economic models
would expect individuals to cheat to the maximum
possible extent if there were no external costs, laboratory
studies repeatedly show that most individuals cheat only a

little bit—far from the maximum amount (Gino, Ayal, &
phenomenon—that mitigates unethical behavior (Brief &
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ely, 2009; Mazar, Amir, & Ariely, 2008). And they cheat
he extent they can justify their actions to themselves,
wing them to maintain their self-image as a good
son (Gino & Ariely, 2012; Mazar et al., 2008). Beyond
sidering the external costs and benefits based on
icipated punishments and rewards of acting unethi-
y, individuals’ decisions to behave dishonestly also
end on the psychological costs and benefits of such
aviors (Messick & Bazerman, 1996). By incorporating
chological and behavioral approaches to the study of
ics, we highlight two notable departures from this
itional cost-benefit model that serve as foundations for

 proposed strategies: (1) individuals have unstable
ferences and utility functions, and (2) individuals
ibit bounded ethicality.

table preferences for morality

Although individuals’ moral character guides their
eral tendencies toward acting ethically or unethically
hen & Morse, in press; Fleeson, 2001), individuals also
e unstable preferences to act ethically—the degree to
ich benefits of unethical behaviors seem enticing and
ts unappealing depends on one’s temporary moral self-
cept. Nisan’s moral balance model (1991) proposes that
ividuals compute a personal moral balance based on
ir behaviors that are morally relevant within a given
e frame. Good deeds raise the balance, and bad deeds
er it. For instance, the anticipation of making decisions
ceived as morally wrong (e.g., excluding minorities)
tivates individuals to repair their moral image (e.g.,
ressing favoritism toward minority job candidates;
ore, Tetlock, Tanlu, & Bazerman, 2006). Furthermore,
reasing people’s moral self-regard can liberate them to
 less ethically in the future (e.g., Mazar & Zhong, 2010;
nin & Miller, 2001; Smith-Crowe et al., 2014). The
lication is that while resisting the temptation to cheat

y lead people to feel internally rewarded and to
ceive themselves as having a good self-concept, the
e act can license the individual to cheat more in the
re. These findings partially explain how the same

ividual may inconsistently choose to act ethically in one
ation, but unethically in another.

Additionally, individuals’ moral self-concept and desire
e ethical depends not only on prior actions but also on
poral focus. Because individuals’ are more likely to
sider their values when thinking about the distant
er than near future (Trope & Liberman, 2003), thinking
ut the future is more likely to elicit ‘‘should’’ decisions
ed on ethical intentions, whereas thinking about the
sent or near future is more likely to trigger ‘‘want’’
isions that are more focused on immediate gain and
-interested wins (Tenbrunsel, Diekmann, Wade-Ben-
i, & Bazerman, 2010). That is, when considering the
eoff between long-term benefits of being an ethical

son and short-term gains of acting dishonestly, the
nt self’’ wins in the present, leading people to act
thically. However, when thinking about the distant
re, individuals typically consider what they ‘‘should’’

and are often overly optimistic that they can resist
ptations to cheat in the future. This temporal

differentiation in activating the ‘‘want’’ self in the present
and the ‘‘should’’ self in the future also explains why
individuals with ethical values succumb to ethical lapses
when confronted with temptations to cheat in the present.

Situational factors such as the social environment and
individuals’ interpersonal relations also determine the
extent to which ethics is factored into their decision
(Moore & Gino, 2013). Based on assumptions in social
identity theory, individuals generally feel rewarded when
they identify with social groups and adopt their norms
(Tajfel & Turner, 1986). The costs of breaking social norms
of the groups and defying situational pressures can tempt
even honest individuals to cheat or make uncharacteristi-
cally harmful decisions (Brief, Buttram, & Dukerich, 2001;
Milgram, 1974). Furthermore, individuals are more likely
to cheat when other in-group members are acting
unethically, but less likely to cheat when out-group
members are being dishonest (Gino, Ayal, et al., 2009).
Thus, the desire to be moral is highly dynamic and
malleable in that it reacts and molds to the situational
context (Monin & Jordan, 2009). For instance, moral
motives depend on different forms of social relationship
that determine individuals’ moral obligations and prohibi-
tions (Rai & Fiske, 2011). Because morality is context
dependent and socially constructed (Moore & Gino, 2013),
dishonesty does not only pertain to those who lack moral
character, but also those who do value morality but find
themselves in situations with social pressure to act
unethically.

Bounded ethicality

While many unethical acts are intentional in that actors
are aware they are violating ethical standards when
engaging in the act (e.g., stealing, cheating, and lying),
many actions are unintentional. Individuals would likely
change or retract these decisions upon realizing their
ethical implications. Given the limits of the conscious mind
and the pervasiveness of the unconscious one (Wegner,
2003), robust empirical evidence has highlighted how
unethical behavior often results from unconscious rather
than conscious actions (Banaji, Bazerman, & Chugh, 2003;
Chugh et al., 2005). This research has suggested that
individuals’ ethicality is bounded (Banaji et al., 2003).
Decisions made under bounded ethicality are often outside
of the actor’s own awareness and inconsistent with the
actor’s consciously held ethical values (Bazerman & Moore,
2012). These unintentional acts of wrongdoing made
without moral awareness fall outside of the traditional
cost-benefit framework since individuals do not even
recognize the ethical issues under consideration.

People carry both positive and negative attitudes that
are outside of conscious awareness, and these implicit
attitudes can lead to unintended discriminatory behaviors
(Banaji & Greenwald, 2013; Chugh et al., 2005; Greenwald
& Banaji, 1995). For instance, rather than arising from
intentional exclusion of social out-groups, some discrimi-
natory decisions arise from implicit favoritism of in-group
members (Messick & Bazerman, 1996). Bounded ethicality
also leads to other types of ethical failures, including
individuals’ tendency to over-claim credit for joint work
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without realizing that they are doing so (Epley, Caruso, &
Bazerman, 2006; Ross & Sicoly, 1979), and over-discount
the future in ways that harm the environment (Tenbrunsel
et al., 2010) and future generations (Wade-Benzoni, 1999).

Because implicit biases are particularly persistent and
difficult to change, most research on ethics with implica-
tions on improving morality has focused on situations in
which individuals are morally aware. And even in that
domain, little research has studied potential fixes to ethical
failures. In this paper, we draw on existing research to
propose and evaluate fixes aimed to mitigate both explicit
and implicit forms of dishonesty.

Approaches to reducing dishonesty

Based on research in moral psychology, philosophy,
neuroscience, economics, and behavioral ethics, we
identify two main approaches to target unethical behavior:
values-oriented and structure-oriented approaches. Values-

oriented approaches shift individuals’ preferences to be
moral by reminding them of their moral values or the
moral values of the group or organization when making
decisions with ethical implications. In contrast, structure-

oriented approaches, seek to reshape the structure of the
incentive, decision, or task in order to reduce the degree to
which acting dishonestly is tempting, or in some cases,
even an option. As an illustration of these two approaches,
consider the following example. To prevent students from
peeking at other students’ answer sheets during tests, the
values-oriented method shifts students’ preferences to be
more ethical by reminding students of their ethical
identity or of the ethical standards in the classroom
(e.g., signing an ethics code, having students create their
own code of conduct, or putting up the mission statement
of the school on the classroom walls). In contrast,
structure-oriented solutions entail changing the design
of the exam so that students are less tempted to cheat (e.g.,
randomizing order of exam questions and choices, forcing
students to sit further apart, or simply increasing the
penalty of being caught).

In the following sections, we explore how each of these
approaches impact behavior and suggest that organiza-
tions make themselves more vulnerable to adverse effects
when they consider the two approaches in isolation rather
than in concert. Given that these approaches impact
behavior through non-overlapping mechanisms and have
different sets of limitations, we propose that individuals
and organizations that can consider both approaches are
better positioned to mitigate the adverse effects of taking
any one given approach.

Values-oriented approach: shift preferences toward morality

Values are enduring beliefs on a specific set of goals and
behaviors that are preferred over others and that serve as
guiding principles (Rokeach, 1973; Sagiv & Schwartz,
1995). Whereas structure-oriented approaches change the
external environment to shape behavior by altering the
structure of incentives, tasks, or decisions that individuals
face, values-oriented approaches directly target individu-
als’ internal desires to be ethical. By reminding individuals

of their ethical self-concept or the ethical norms of their
organization, incongruences between values and unethical
behaviors increase the psychological costs of wrongdoing
(Blasi, 1984). These values-oriented strategies have been
shown to target a wide variety of unethical behaviors,
including—but not limited to—cheating, stealing, and lying
(Gino & Mogilner, 2013; Mazar et al., 2008; Shu, Mazar,
Gino, Ariely, & Bazerman, 2012).

Early field experiments conducted in the 1970s and
1980s show that exposure to values can shift individuals’
preferences to be more moral in both their beliefs and
actions. For example, viewers of ‘‘The Great American
Values Test,’’ a television program designed to confront
viewers about their own values of freedom and equality in
America, had more favorable attitudes toward the
environment, black people, and women relative to those
who did not watch the entire show (Ball-Rokeach,
Rokeach, & Grube, 1984). Exposure to this television
program changed not only individuals’ reported beliefs
about the importance of egalitarianism, but also their
behaviors (e.g., increased donations to organizations that
create opportunities for minorities).

In addition to directly shifting individual’s existing
values that make up individuals’ moral self concept (i.e.,
how individuals view and perceive themselves), another
approach to curbing dishonesty entails shifting individua-
ls’ inferences about their own moral self-concept to be
more ethical (Aquino & Freeman, 2009). Because moral
self-concept is a crucial determinant of future engagement
in unethical behavior (Aquino & Reed, 2002), having a
strong moral self-concept or identity compels individuals
to behave ethically (Colby & Damon, 1994; Oliner & Oliner,
1988). Aquino and Reed (2002) distinguish between two
dimensions of moral identity: internalization (i.e., the
degree to which various moral traits are central to the self-
concept) and symbolization (i.e., the degree to which
individuals’ actions in the world express these traits).
These dimensions have been found to predict several
moral behaviors, including self-reported volunteering and
individuals’ willingness to minimize harm (Aquino & Reed,
2002; Reed & Aquino, 2003).

Although moral character, self-concept, and identity are
viewed as traits, they are also malleable and dynamic to
the surrounding environment that make certain aspects of
one’s moral identity salient (Cohen & Morse, in press;
Monin & Jordan, 2009). One way to strengthen individuals’
moral self-concept is to allow them to make inferences
about themselves based on their past moral deeds (Con-
way & Peetz, 2012; Gneezy, Imas, Brown, Nelson, & Norton,
2012). Based on self-perception theory, which states that
individuals make inferences about themselves from their
behaviors (Bem, 1972), making salient individuals’ own
past moral deeds can signal to individuals the strength of
their moral self-concepts. However, generating consistent
moral behaviors is complex: based on Nisan’s moral
balance model (1991), a possible unintended consequence
of reminding individuals about past moral deeds is that
individuals may subsequently feel licensed to act unethi-
cally (Miller & Effron, 2010; Zhong, Liljenquist, & Cain,
2009). For example, individuals might feel licensed to
cheat on their taxes if they feel good after thinking about a
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t moral deed (e.g., how they volunteered at the Red
ss for two hours last week). Instead of thinking about
cific instances of ethical behavior, recounting past
ical behaviors that are either (1) more distant and
tract rather than immediate and concrete (e.g., I
unteered last year), or (2) more costly to do (e.g., I
e up making $200 in two hours at my job to volunteer at

 American Red Cross) may therefore be more effective
signaling to individuals their moral concepts and
erating more consistent moral behaviors.
Whereas one approach is to strengthen one’s moral
ues based on prior ethical actions, another approach
ails revealing to individuals how their unethical actions
ctly conflict with their moral values (Festinger, 1957).
making this inconsistency salient, individuals may
age in more ethical behavior in order to reduce the
nitive dissonance that their unethical actions are not
sistent with their espoused moral values. For example,
king a public commitment to conserve water and
tricity and then being reminded of how their actions

 inconsistent with their beliefs led individuals to reduce
ir water and electricity usage (Dickerson, Thibodeau,
nson, & Miller, 1992; Kantola, Syme, & Campbell, 1984).
In addition to targeting individuals’ moral self-concept

 motivations, another method of reducing unethical
avior is to raise the salience of ethical values espoused

the group. Because individuals generally feel rewarded
en they identify with social groups and adopt their
ms and values (Tajfel & Turner, 1986), they take cues

 both descriptive norms (e.g., what is done based on
 widespread unethical behaviors that leaders and
ployees engage in) and injunctive norms (e.g., what
ht to be done based on explicit messages in codes of
duct) (Cialdini, Reno, & Kallgren, 1990). Organizations

 mitigate unethical behavior by raising the salience of
 descriptive and injunctive ethical norms that espouse
ical behavior. For example, signs informing hotel guests
ut the descriptive norm of reusing towels (e.g.,
viding information that the majority of guests reuse
ir towels) increased compliance compared to merely
senting guests with information about the importance
nvironmental protection (Goldstein, Cialdini, & Gris-
icius, 2008). Organizations can also reduce unethical
avior by identifying and changing the descriptive and
nctive norms that promote unethical behavior. In a

d study, a litter-filled environment signaling the
criptive norm that most people litter increased the
pensity for individuals to litter themselves, and hand-
s with injunctive messages against littering reduced the
pensity for individuals to litter (Cialdini et al., 1990).
Although some values-oriented strategies consciously
g moral values into the foreground, values-oriented
tegies need not consciously direct individuals’ atten-

 to their moral values. Another method of increasing
ical behavior is to prime individuals’ desires to be
ical with concepts related to morality and avoid those
t prime unethical motivations. For example, given that
ividuals generally perceive a strong relation between
ldren and concepts such as purity and innocence
right, Hanoteau, Parkinson, & Tatham, 2010), mere
osure to childhood-related cues activates moral goals

and leads individuals to behave less unethically and more
prosocially (Desai & Gino, 2012; Gino & Desai, 2012).
Furthermore, shifting the individuals’ focus away from
thoughts that can trigger immoral behaviors helps
individuals avoid unethical acts. For example, given that
mere exposure to concepts related to money triggers
individuals to act unethically (Kouchaki, Smith-Crowe,
Brief, & Sousa, 2013), shifting thoughts away from money
to thoughts about time reduces cheating (Gino & Mogilner,
2013) because it raises self-reflection. Based on these
findings, organizations could impact a wide range of
unethical behaviors by thinking more carefully about how
concepts of time (in terms of long-term focus), self-
reflection and innocence can be primed through language
used in company policies or documents (e.g., in commu-
nications from leaders in organizations).

Limitations

These values-oriented interventions influence behavior
when they are both salient and novel to the participants in
these studies. However, more research is needed to
understand the long-term effects after participants have
frequent and repeated exposure to these interventions. For
example, are injunctive messages just as effective if
individuals repeatedly see them everyday? Furthermore,
values-oriented approaches on their own may be ineffective
at counteracting particularly strong forces that tempt
individuals to cheat—specific sources of unethical behavior
that organizations are likely eager to address. For example,
organizations commonly turn to values-oriented strategies
such as creating mission statements and ethics codes to
curtail dishonesty; however, evidence from experiments
and field studies provide mixed findings about the
effectiveness of these messages (Brief, Dukerich, Brown, &
Brett, 1996; Cleek & Leonard, 1998; Helin & Sandström,
2007; Kaptein, 2010; Kaptein & Schwartz, 2008; McCabe,
Trevino, & Butterfield, 1996; Stevens, 2008). Historic cases of
this values-based approach also provide evidence of mixed
success. Although both Johnson & Johnson and Enron
presented codes of conduct to their employees, the
companies took two divergent paths: Johnson & Johnson
created an ethical culture that enabled it to make the
difficult decision to voluntarily recall its own product during
a cyanide-tainting crisis that cost the company $100 million,
whereas Enron created a culture of greed that led to one of
the biggest accounting scandals and corporate bankruptcies
to date (Bazerman & Tenbrunsel, 2011). The conclusion from
these examples is not that values-oriented strategies are
unreliable or do not work, but that the degree to which these
interventions can specifically target a wide range of
unethical behaviors depends on a number of structural
elements in place, such as how the ethics codes are used,
whether they are made salient at the time of decision, the
extent to which organizational leaders reinforce them with
their behavior, and how the overall message interacts with
other competing goals and messages of the organization.
Without these structural considerations, values-oriented
strategies alone may not be able to change the pervasiveness
of particularly resilient forms of unethicality.

We note that this set of fixes generally targets
intentional acts of unethical behavior in which individuals
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are morally aware and understand the external costs and
benefits of cheating. However, we know little about
effective interventions that mitigate unethical behavior
in which individuals are unaware they are violating their
own sense of ethics (e.g., individuals who value equality
discriminating against women and other minority groups
without their awareness). Because a values-oriented
approach impacts behavior by making inconsistencies
between values and actions more salient, this approach
relies on the assumption that individuals recognize when
their actions violate these ethical standards. Reminders of
moral values may be less effective when targeting
unethical behaviors in which perpetrators are unwittingly
breaking their own ethical standards. Research has shown
that subconscious cues are effective at changing behavior
without individuals’ awareness (e.g., individuals were
more cooperative when playing the ‘‘Community Game’’ as
opposed to the ‘‘Wall Street Game’’) (Liberman, Samuels, &
Ross, 2004). However, without bringing subconscious
wrongdoings into awareness, these unethical behaviors
may persist in the absence of these subconscious cues. As
we describe in the following sections, a combination of
values-oriented and structure-oriented strategies is need-
ed to bring these individuals into a state of ethical
awareness and help them avoid past breaches of ethics.

Structure-oriented approach: reduce specific acts of unethical

behavior

An alternative approach toward improving ethics is not
relying on individuals’ internal desire to act ethically, but
instead structuring the incentives, set of choices, task,
groups, organizations, and policies to reduce or even
eliminate the temptation to act unethically (Becker, 1978;
Messick & Bazerman, 1996; Thaler & Sunstein, 2008).
Unlike the values-oriented approaches that generate
psychological cost of values-inconsistent actions, struc-
ture-oriented approaches impose external costs of acting
unethically, make dishonesty more inconvenient to
implement, or altogether remove unethical options from
the set of possible actions. Thus, structure-oriented
strategies tend to target particular forms of unethical
behavior by decreasing the temptation to cheat in the
situation itself. For example, raising the penalty of tax
evasion or setting defaults for the reporting of income on
tax filings are both structure-oriented interventions that
specifically target dishonest reporting of taxes.

Based on traditional economic models, research on
incentives and sanctioning systems has focused on
increasing the size of punishment or probability of being
caught to deter unethical behavior and the amount of
reward for acting ethically (Becker, 1978; Tenbrunsel &
Messick, 1999). Looking beyond incentives, Thaler and
Sunstein (2008) proposed a different set of structure-
oriented strategies to improve decision making: choice
architecture. That is, instead of changing financial incen-
tives, restructuring choice sets and the accessibility of
these choices aims to nudge people to make wiser
decisions while simultaneously preserving individuals’
freedom of choice (Thaler & Sunstein, 2003, 2008). Much of
the research on choice architecture has been aimed to

improve self-control problems and eliminate decision
biases such as optimizing saving decisions, increasing
organ donation rates, or promoting healthier habits.
However, we believe that many of the same principles
apply to reducing unethical behavior, particularly as
individuals who have more difficulty regulating their
behaviors effectively also tend to engage in more harmful
behaviors (Gneezy, Meier, & Rey-Biel, 2011). Because
choice architecture often nudges individuals to adopt
ethical choices or avoid unethical ones outside of
individuals’ own awareness, these changes may reduce
the extent to which behaving ethically is cognitively
demanding, thus freeing resources for other tasks (Thaler &
Sunstein, 2003, 2008).

A classic example of choice architecture is employing
default options as subtle nudges to help individuals make
more desirable choices. Through a well-known study
conducted in the context of organ donations, Johnson and
Goldstein (2003) show that default choices can have
tremendous impact on whether people consent to donate
their organs. In countries where citizens must ‘‘opt in’’ as
an organ donor, donation rates were no greater than
30 percent; however, in countries where citizens must
‘‘opt out’’ of donating their organs, nearly every citizen
consented to donate. Such defaults could also have large
implications within the ethics domain. For example, given
the amount of tax evasion every year, U.S. policy makers
could simplify the reporting process on taxes by adapting
the tax payment process in European countries. For
example, Danish tax payers receive a preliminary tax
statement with their estimated income for the prior year
listed on the form and are only required to take action if the
estimated amount is incorrect (SKAT, 2005). Implications
of defaults research include not only setting ethical
defaults for decisions without defaults, but also re-
examining existing defaults. Organizations have implicitly
created defaults that affect the behavior of employees. For
example, default per diem travel rates may lead people to
inflate their expenditures on company trips, and default
sales quotas without consideration of whether they are
attainable for incoming employees may tempt workers to
cheat in order to meet these quotas. Auditing these
defaults is an activity worth the attention of an organiza-
tion striving for more ethical conduct.

Although structural interventions entail redesigning
tasks to mitigate the temptation to cheat, they need not
dramatically alter the design of the task. Even subtle shifts
in the framing of tasks (e.g., depicting goals in terms of
gains instead of losses) can reduce unethical behaviors. In a
series of experiments, Kern and Chugh (2009) manipulated
the framing of a decision in terms of losses (there is a 75%
chance of losing an acquisition) or gains (there is only a
25% chance of gaining the acquisition). Because individuals
are averse to losses, those in the loss-frame condition were
significantly more likely to engage in unethical behavior,
such as gathering ‘‘insider information’’ and lying to others,
than were participants in the gain-frame condition (Kern &
Chugh, 2009). These findings show that whereas some
structural interventions entail removing the opportunity
to cheat, or making cheating more inconvenient, other
structural interventions can indirectly shift the temptation
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cheat without changing the underlying nature of the
.

Furthermore, policy makers and organizations can
esign how individuals, groups, and teams work to
ove conflicts of interest that tempt individuals to act
thically (Bazerman, Loewenstein, & Moore, 2002;
ore et al., 2006). For example, the current auditing
tem in the U.S. actually inhibits auditors from making
ependent and unbiased judgments about companies
er evaluations due to structural features that incentiv-

auditors to make favorable judgments. In particular, the
ctices of managers hiring and firing auditors, auditors
ing jobs with clients, and auditors providing non-audit
vices all prevent auditors from making independent
gments about the firms they are evaluating (Moore
al., 2006). Reducing auditors’ dependence on their
nts by restricting the audited firms’ ability to hire and

 their auditors, preventing auditors from taking on jobs
h their clients, and restricting auditing companies from
viding other consulting services to their clients would
w auditing firms to make more independent assess-
nts.

itations

Although there is growing evidence that structure-
nted interventions can drastically influence behavior
nson & Goldstein, 2003; Thaler & Sunstein, 2008), we
w little about their ability to influence the targeted
avior after repeated exposure or whether their impact
l extend to contexts where the structural intervention is

 present. Additionally, because structure-oriented
rventions are targeted toward a specific form of
thical behavior, these interventions may have limited
act on behavior outside of the area of specified
tment. Just as using defaults for organ donation likely
s not influence individuals to engage in more prosocial
avior in other domains (i.e., donating blood or

unteering at a non-profit), using defaults to encourage
est reporting on taxes likely does not discourage other

es of unethical behaviors (i.e., inflating travel expenses
obtain larger reimbursements). Additionally, without
fting individuals’ preferences to be moral, relying on
cture-oriented strategies may simply lead individuals
ngage in alternative forms of unethical behavior. For
mple, randomizing the order of test questions may
vent students from copying each other’s test answers
ing the exam, but may not prevent students from
rnate forms of cheating such as discussing answers
ing breaks or hiring stand-ins to take exams on the
alf of students.

Furthermore, structural approaches may have limited
act if values of the individual are not aligned with the

ues of the structural intervention. For instance, al-
ugh countries with presumed consent systems for
an donation have greater proportion of individuals who

 organ donors, they do not necessarily have higher
curement rates of organs. In both informed and
sumed consent countries, doctors discussed the dona-

 decision with family members and did not authorize
 donation if family members objected, leaving some

lower—organ procurement rates as compared to informed
consent countries (Boyarsky et al., 2012). In the context of
savings decisions, default options to save do not always
lead to increased savings rates. For instance, setting U.S.
Savings Bonds as the default option for tax refunds did not
increase people’s allocation of funds toward savings, since
low-income recipients of refunds had already made plans
to use their money. Together, these findings suggest that
simply relying on structural changes to shift behavior,
without promoting the values behind the changes, may not
achieve desired results, especially if the values of the
individual do not align with the implicit values of the
structural change.

An integrative approach

Given the strengths and weaknesses of values- and
structure-oriented approaches on their own, we propose
that incorporating both approaches can compensate for
each approach’s unique set of limitations and dampen the
risk of adverse effects. For each intervention, we have
discussed the contexts in which these interventions are
ineffective at mitigating unethical behavior. In this section,
we discuss the importance for individuals, organizational
leaders, and policy makers to adopt an integrative
approach in the following two ways: (1) audit for
incompatibilities that increase the risk of adverse effects,
and (2) create integrative strategies that redesign the
structure of the decision or task to remind individuals of
their ethical values. We provide concrete examples of
solutions that adopt each of these approaches based on
recent research to demonstrate this point. Additionally, we
note that this integrative approach can be particularly
useful for identifying and addressing issues of bounded
ethicality in which individuals are not aware that they are
violating their ethical standards—a problem that has been
traditionally difficult to pinpoint and change given the
actors’ lack of awareness.

Remove incompatibilities to avoid adverse effects

When implementing either structure- or values-ori-
ented interventions, adopting a single approach increases
the likelihood of the intervention generating unintended
consequences. Because interventions in the field are not
implemented in a vacuum, but in the context of other
values and structures that are already in place, there is a
high potential for unintended consequences if incompati-
bilities between the focal intervention and the existing
structures and values are not removed. For example,
simultaneously sending messages about the importance of
integrity and trust, while also installing video cameras to
monitor theft, sends incompatible messages. Creating
discussion about employees as ethical decision makers
signals the organization’s trust in its employees’ values,
but the installation of monitoring equipment directly
undermines this message, creating the risk of employee
disengagement with or even reactance to the moral
message. In the following section, we analyze situations
when values and structures negatively interact with one
ther and outline situations in which failure to audit for
sumed consent countries to have similar—or even ano
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incompatibilities can lead to unintended consequences for
values- and structure-oriented interventions.

When values-oriented interventions backfire

When structural considerations are not taken into
account, organizations run the risk that these values-
oriented messages contradict moral messages implied
through existing structural features and actions. For
instance, organizations may promote ethical mission
statements while failing to adjust unrealistic goals that
routinely place employees in ethical dilemmas. Because
individuals are more likely to resort to unethical means
when goals are too difficult (Gneezy & Rustichini, 2000;
Schweitzer, Ordóñez, & Douma, 2004), creating an ethics
code may be less effective if managers have simultaneous-
ly set unrealistically high goals that may pressure employ-
ees to engage in more unethical behavior. These findings
explain why setting a high sales goal of $147 an hour led
Sears, Roebuck car mechanics to overcharge customers and
repair unnecessary fixes even when the company had
intentions to promote ethical behavior (Bazerman &
Tenbrunsel, 2011).

Furthermore, an organizations’ approach to ethics as
either aspirations to be advanced (promotion-focus frame)
or as violations to be prevented (prevention-focus frame)
can interact with the regulatory focus that other organiza-
tional goals induce within individuals: whether their task
focuses on reaching a desired goal (promotion-focus) or
avoiding an undesired goal (prevention-focus) (Gino &
Margolis, 2011). In a series of laboratory studies, promo-
tion-focused individuals in the presence of promotion-
focused aspirations were more likely to take risks and act
unethically in order to meet higher aspirations; in contrast,
prevention-focused individuals in the presence of preven-
tion-focused messages were less likely to take the risk of
acting unethically and breaking rules and their sense of
ethics. These findings provide a cautionary tale that having
multiple promotion-focused messages within organiza-
tions can be dangerous: promotion-focused mission
statements and ethics codes featuring aspirations to be
reached can interact with other organizational goals that
induce other promotion-focused mindsets (e.g., high sales
quotas) to further increase unethical behavior in organiza-
tions (Gino & Margolis, 2011). Together, this evidence
suggests that reframing existing structure-oriented strat-
egies (e.g., promotion-focused organizational goals) such
that they are more compatible with values-oriented
messages (e.g., ethics codes and mission statements) can
reduce the potential for adverse effects.

When values-oriented messages are in conflict with
structural features that influence individuals to act
unethically, individuals may become morally disengaged
by convincing themselves that these unethical actions are
in fact morally permissible (Bandura, 1999; Bandura,
Barbaranelli, Caprara, & Pastorelli, 1996; Shu, Gino, &
Bazerman, 2011). If employees cannot justify their
immoral actions but are still compelled to act unethically
(e.g., due to stringent requirements organizations set to
meet unrealistically high goals), individuals may convince
themselves that these values-oriented messages can be
ignored. Research on moral disengagement raises the

possibility that by failing to examine structural elements
that are incompatible with their values-oriented messages,
organizations may permit negligence of values, worsening
the extent to which employees engage in cheating and
even unintentionally promoting unethical behavior in
areas where employees had not acted unethically.
Furthermore, even if these moral messages can persuade
individuals to resist the temptation to cheat, continually
exercising self-restraint can deplete self-regulatory
resources and promote cheating behavior when individu-
als are confronted with new temptations (Gino, Schweit-
zer, Mead, & Ariely, 2011).

When structure-oriented interventions backfire

Structural interventions may sometimes generate
perverse consequences if the intervention precludes
individuals from considering the issue as an ethics-related
decision. For instance, setting improper structures or
defaults can accidentally encourage more cheating.
Specifically, people who otherwise would honestly report
their income on taxes may be more likely to underreport
their income if the default provided is mistakenly lower
than their actual income. Furthermore, the creation of
structure can license individuals to cheat more. One
response to solving conflicts of interest in organization is
creating structural rules mandating individuals to disclose
conflicts of interest to individuals who may be harmed
(Shafer, Morris, & Ketchand, 2001; Shockley, 1982).
However, empirical evidence shows that mandating
disclosure can backfire: individuals who have disclosed
their conflicts of interest perceive giving biased advice as
less unethical (Cain, Loewenstein, & Moore, 2011).
Consequently, experts such as doctors and lawyers are
prone to giving even more biased advice after disclosing
their conflicts of interest, ultimately harming the very
individuals disclosure rules were meant to protect (Cain,
Loewenstein, & Moore, 2005; Cain et al., 2011; Loewen-
stein, Cain, & Sah, 2011; Loewenstein, Sah, & Cain, 2012).

Furthermore, structural incentives that punish unethi-
cal behavior without consideration of values could lead to
even more wrongdoing as doing so may prevent individu-
als from perceiving their decisions as ethically-relevant.
Tenbrunsel and Messick (1999) found that sanctioning
systems with a small probability of being caught and small
punishments were less effective than having no sanction-
ing systems at all in reducing dishonest behaviors. In their
experiment, decision makers under these weak sanction-
ing systems tended to frame their decisions as business-
related, whereas those under no sanctioning systems at all
were actually more likely to frame the decisions as ethics-
related and thus make more ethical decisions (Tenbrunsel
& Messick, 1999).

Just as extrinsic incentives crowd outs internal motiva-
tions (Frey & Oberholzer-Gee, 1997; Gneezy et al., 2011;
Gneezy & Rustichini, 2000), so too can overreliance on
structure-oriented interventions crowd out individuals’
intrinsic motivation—and even their ability—to be ethical.
That is, over-reliance on structure-oriented changes may
also leave individuals ill-prepared to resist temptations to
cheat when they do encounter temptations to act
unethically. Research on general self-control outside of
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 moral domain has shown that individuals who
eatedly exercised self-control over time were more
pt at self-regulation than those who did not (Muraven,
meister, & Tice, 1999). Individuals with a strong moral

ntity were less likely to act unethically after performing
gnitively depleting task, suggesting those with strong

ral identities did not find resisting the temptation to
at as cognitively depleting as individuals with low
ral identities (Gino et al., 2011). These results suggest
t creating a strong moral identity (e.g., by repeatedly
isting the temptation to cheat) can make opportunities
cheat less enticing and help individuals resist these
ptations more easily. Thus, over-reliance on purely
cture-oriented changes may inadvertently prevent

ividuals from learning to exercise self-restraint over
e and degrade individual’s ability to resist temptations
their own without the help of structure-oriented
nges.

ign integrative strategies

In addition to eliminating incompatible structures and
ues, integrative strategies aim to combine the strengths
oth strategies by incorporating individuals’ values in the
cture of the decision or task. Unlike structural changes

t generally do not raise awareness of individuals’ values,
se changes are specifically designed to encourage
sideration of values at the moment of temptation. We

us these interventions on what individuals, including
anizational leaders and policy makers, can implement to
rove ethical decision-making.

n values and timing of decision

As noted in the discussion of values-oriented
roaches, simply making moral standards explicit is
n insufficient. Considering a structure-oriented ap-
ach in designing values-oriented interventions can
rove ethics. For example, organizations too often write
sion statements and ethics codes without considering

 these messages fit with the decisions and tasks
ividuals in the organization face. Adjusting specifically
en these standards are made salient can make a

ificant difference on the prevalence of dishonesty.
Just as strategically placing salads at the beginning of

 cafeteria line increases healthy eating (Just & Wansink,
9), placing values-based messages before the opportu-

 to cheat, not after, reduces the propensity for
ividuals to cheat. For example, consider the numerous
es in which we fill out forms to provide important
rmation that others rely on to be true (e.g., tax forms,

 applications, and credit card applications). Only after
viding important information do we sign our names at

 bottom to confirm that we have been truthful. But why
we sign at the end? Signing ethics codes before facing
 opportunity to cheat—rather than after—raises the
ence of morality at the appropriate moment, and as a
ult, reduces dishonesty (Shu et al., 2012). In their multi-
dy paper, Shu and colleagues (2012) conducted a field
eriment at an automobile company and found that
se who signed at the bottom of a mileage report form
re less honest—they reported driving approximately ten

percent fewer miles on average compared to those who
signed an ethics code at the top of the insurance form.
Despite this evidence, form creators still use traditional
document in which people act in unethical ways and then
are asked to sign to verify the truth of its contents. By doing
so, form makers might be ineffective in reducing unethical
behavior at best; at worst, they might unwittingly
encourage individuals to justify or even escalate their
unethical actions by having individuals sign at the bottom
after unethical commitments have been made.

Make early commitments to future ethical decisions

Furthermore, increasing the time between the decision
and the enactment of that decision may reduce unethical
behavior (Tenbrunsel et al., 2010). Research shows that the
degree to which individuals are future- or present-oriented
shapes how individuals construe decisions (Liberman,
Sagristano, & Trope, 2002; Liberman & Trope, 1998; Trope
& Liberman, 2003), including decisions made in the moral
domain (Conway & Peetz, 2012). For instance, people
express greater disapproval of unethical behavior when
they are making connections between how their current
selves relate to their future selves than when they do not
see the continuity between their current and future selves
(Hershfield, Cohen, & Thompson, 2012). When considering
future states, individuals think in a more high-level,
abstract way such that they are more likely to make
‘‘should’’ decisions; however, when thinking about the
present, they are more detail-oriented in that they think
more about the visceral experience of the choices and as a
result are less able to resist ‘‘want’’ choices (Rogers &
Bazerman, 2008).

Applied to the domain of ethics, individuals are less
likely to consider unethical options when those decisions
are enacted in the future than when enacted in the present
(Tenbrunsel et al., 2010). Structure-oriented strategies
take advantage of these value inconsistencies across time
(Ainslie, 1992; Laibson, 1997; Loewenstein & Prelec, 1992;
Milkman, Rogers, & Bazerman, 2008; O’Donoghue & Rabin,
1999; Phelps & Pollak, 1968). For instance, phone calls
encouraging citizens to vote in the future by facilitating the
formation of a voting plan in the present increased voting
participation by 9 percent (Nickerson & Rogers, 2010).
Similarly, employees who received a specific prompt to
write down both a date and a time they intend to receive
their flu vaccinations had a 4.2 percentage point higher
vaccination rate than those who simply wrote down a date
or received a reminder (Milkman, Beshears, Choi, Laibson,
& Madrian, 2011). The analog of these interventions in the
moral domain is that individuals can act more ethically by
making decisions in the present to confront or avoid
anticipated temptations to act dishonestly in the future.
For example, people can pre-purchase books or music
albums to avoid the temptation to download pirated copies
when they become available in the future. Months before
filing for taxes, individuals can put aside money in a
designated account so they are mentally pre-committed to
spending that money toward paying taxes; alternatively,
individuals can send calendar reminders to themselves in
the future about their commitment to report their taxes
honestly. Importantly, Milkman et al.’s study (2011)
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suggests that even private commitments are effective,
making this strategy particularly applicable to ethical goals
that are more sensitive and personal compared to other
goals.

Relatedly, commitment contracts, or incentivized ver-
sions of these self-promises that financially ‘‘lock in’’
decisions made for the future, also integrate values- and
structure-oriented approaches to enact change (Beshears,
Choi, Laibson, Madrian, & Sakong, 2012; Thaler & Benartzi,
2004). Because these contracts often impose an external
fine if the commitment is not met at the future date,
individuals feel more obligated to stick to the ‘‘should’’
decisions to which they had previously agreed, even if the
‘‘want’’ decision becomes more attractive as the time of the
decision draws nearer (Ariely & Wertenbroch, 2002;
Ashraf, Karlan, & Yin, 2006). Although prior research on
commitment contracts has focused on mechanisms to help
individuals commit to ‘‘should’’ decisions outside of the
moral domain (i.e., saving decisions) (Thaler & Benartzi,
2004), we believe that this research is also applicable to
ethical behaviors. For example, given that time-pressure
influences unethical behavior (Shalvi, Eldar, & Bereby-
Meyer, 2012), individuals can indirectly curb dishonesty
by committing to start tasks earlier (e.g., commit to study
for an exam well before the exam date and agreeing to pay
a cost if the commitment is not met in order to discourage
cheating). While these commitment contracts may not
target unethical behavior directly, they can target key
drivers of unethical behavior.

Integrating values- and structure-oriented approaches
is not only applicable to interventions at the individual-
level, but also at the societal level through policy design.
Since individuals are more likely to make ‘‘want’’ decisions
that may be less ethical in the present and ‘‘should’’
decisions that may be more ethical in the future, the
principles underlying the concept of future lock-ins can
allow policy makers to promote and implement ‘‘should’’
policies that are unpopular in the present. Rogers and
Bazerman (2008) demonstrate that when considering a
policy to increase gas prices that would be voted on as soon
as possible and then implemented in two years, individuals
were more likely to support the policy when the distant
future was emphasized (implemented in two years) than
when the near future was emphasized (voted on as soon as
possible). Therefore, simply framing policies as decisions
for the future can encourage people to take on immediate,
short-term costs in order to obtain long-term gains—an
issue that is particularly relevant in the moral domain.

Create opportunities for contemplation in tasks

Another intervention entails giving individuals more
time to simulate events mentally and contemplate their
actions—either privately or publically—when moral norms
are activated. When people thought others were acting
ethically, social contemplation decreased instances of
lying, whereas under norms of self-interested behavior
in which people assumed others were acting out of self-
gain, social contemplation actually increased instances of
lying (Gunia, Wang, Huang, Wang, & Murnighan, 2012).
These findings suggest that open discussions of ethical
issues are effective if the social norms of acting ethically

are in place; otherwise, these social contemplations can be
counterproductive, particularly when the organizational
norms are based on self-interest.

When social contemplation is not possible, leaving
more time for deliberation also generates greater honesty,
especially when people have fewer justifications for
dishonesty (Shalvi et al., 2012). In a laboratory experiment,
participants who were given the opportunity to roll their
die three times, but were only paid based on the outcome
of the first die roll (i.e., rolling a ‘‘1’’ = $1, ‘‘2’’ = $2, etc.) lied
more when working under a time constraint than when
under no time pressure. Allowing more time is particularly
beneficial for cases in which cheating cannot be justified—
when participants could only roll the die once, those
without a time constraint did not lie at all, whereas those
under a time pressure cheated nearly just as much as they
did in the previous case. These findings show that some
individuals’ initial reaction was to cheat, and only with
more time did they restrain themselves from acting
unethically. Furthermore, asking people to mentally
simulate events by closing their eyes has been shown to
help individuals judge immoral behaviors as more
unethical and also decrease self-interested behavior
(Caruso & Gino, 2010). Similarly, asking people to ‘‘think
hard’’ about their decisions can also deter unethical
behavior. Compared to individuals who were asked to
make decisions immediately, individuals were less likely
to lie if they had the opportunity to spend time to mentally
contemplate their future actions on their own or engage in
social contemplation by conversing with others about the
moral issue (Gunia et al., 2012).

Darley and Batson (1973) provide evidence of the
perverse effects of time constraints. In their experiment,
subjects in a hurry to reach their destination were more
likely to pass by an individual slumped in the doorway
without stopping to help. Dispositional factors such as an
individuals’ religiosity as well as other situational factors
such as exposure to concepts related to purity (i.e.,
whether the person was on their way to give a short talk
about the Good Samaritan fable or a topic unrelated to
helping behaviors) did not moderate the primary effect
(Darley & Batson, 1973). Thus, when people have more
time, they are more likely to help others (Darley & Batson,
1973) and less likely to commit unethical acts (Kern &
Chugh, 2009; Shalvi et al., 2012), provided that norms of
acting ethically are present and individuals cannot easily
justify unethical behaviors.

Connect self-concept to environment

Another approach that seeks to embed a values-
oriented approach into a structure-oriented intervention
might involve changes in the environment that induce self-
awareness and at the same time emphasizes the link
between behaviors and the moral self. For instance,
individuals are less likely to cheat if they are exposed to
a mirror while facing the temptation to cheat (Batson,
Thompson, Seuferling, Whitney, & Strongman, 1999;
Diener & Wallbom, 1976; Vallacher & Solodky, 1979).
Similarly, decreasing the feeling of anonymity can reduce
unethicality. Even evoking the feeling of being watched by
placing an image of a pair of cartoon eyes in rooms has
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n shown to decrease littering in a university cafeteria
est-Jones, Nettle, & Bateson, 2011) and increase

tributions to an honesty box collecting money for
ks in a university coffee room (Bateson, Nettle, &
erts, 2006). These findings show that establishing the
 between identity and behavior need not be con-
ined to the messages and social norms that organiza-
s generally set. The design of physical spaces where

ployees work can also trigger the extent to which
ployees make the connection between their actions and
-concept.

t versus separate evaluation

Evaluating decisions jointly—rather than separately—is
ther possible intervention that integrates both values-
 structure-oriented approaches. Unlike some structure-
nted fixes that intended to eliminate the need to
sider values, this strategy uses structure to bring values
he foreground that otherwise would have been ignored.
en the difficulty in eliminating individuals’ implicit
ses as individuals are by definition unaware that these
ses exist, joint evaluation could be a powerful solution
mitigating unintentional unethical behaviors. In the
ral domain, this fix has been examined as a solution to
riminatory behaviors that commonly occur in orga-

ations. For instance, a recent study explores possible
rventions organizations can implement to overcome
der biases in hiring (Bohnet, Bazerman, & Van Geen,
2). In this research, evaluators who judged candidates
arately were more likely to neglect data on candidates’
t performance and instead hire male candidates for
th tasks and females for verbal tasks based on gender
eotypes, even though gender was not predictive of
formance (Bohnet et al., 2012). However, those who
luated the same male and female employees together

 not exhibit these preferences consistent with gender
eotypes and instead made decisions based on the

her performing employee in each of the domains
hnet et al., 2012).
Additionally, joint evaluation has been found to help
ividuals make more ethical judgments. In a series of
oratory studies, Paharia, Kassam, Greene, and Bazerman
09) show that when making separate evaluations,
ple were more condemning of others that engaged in
thical behavior directly than those that engaged in
thical behavior indirectly; however, joint-evaluation

ersed these judgments. These inconsistencies in deci-
s between joint and separate evaluations results from

erences between System 1 thinking that relies on
itions and System 2 thinking that is more deliberate

 rational. When individuals evaluate separately, they
not have another point of comparison and often rely on
ir gut reaction to make judgments about the situation in
t of them. However, when individuals are evaluating
tly, they are triggered to make comparisons that slow
n their judgments and that rely more on System
inking. Thus, framing decisions jointly induces more

iberate thinking that can help overcome implicit biases.
Furthermore, joint evaluation can lead to more
itarian decision making. When participants were either
ed to evaluate a situation in which they could flip a

switch to divert a speeding train from killing three
individuals to killing one, or push a man off a bridge to
stop the train from killing five individuals, participants
making separate evaluations were more likely to flip the
switch to save three lives than push the man off the bridge
to save five. However, participants were more likely to
make the utilitarian decision when these situations were
presented jointly to participants (Bazerman, Gino, Shu, &
Tsay, 2013; Cushman, Tsay, Greene, & Bazerman, 2013).

Policy makers can also incorporate joint valuation by
bundling policies with offsetting costs and net benefits in
order to encourage support for policies with greater short-
term costs for long-term gains (Milkman, Mazza, Shu, Tsay,
& Bazerman, 2012). Because losses loom larger than gains
psychologically (Tversky & Kahneman, 1991), policies that
have higher immediate costs to society (e.g., increase taxes
by $225 to increase police presence and reduce petty crime
injuries by 90 incidences) are more likely to be rejected
when presented separately than when presented with
another policy that partially offsets these costs (e.g., lower
taxes by $250 due to a reduction in the frequency of fire
inspections with an expected increase in 80 injuries from
accidental fires) (Milkman et al., 2012). For example, in a
series of laboratory studies, participants were either asked
about their support for one of two bills separately or for the
policy bundle with both bills. When participants were
asked to evaluate each separately, neither bill received
more than 50 percent of the votes, meaning that neither
bill would have been enacted into law; however, when
presented as a bundle, 71 percent of participants voted for
the bill, generating a potential net benefit for society
compared to the status quo (Milkman et al., 2012). By
incorporating values and structure, these changes allow
policy makers to target a wide range of behaviors.

Design ethical infrastructures

Beyond reframing and redesigning tasks, structural
interventions also entail redesigning the ethical infrastruc-
ture within organizations (Smith-Crowe et al., 2014;
Tenbrunsel, Smith-Crowe, & Umphress, 2003). Formal
systems such as hotlines where employees can easily and
anonymously report unethical behavior are values-centered
structural interventions that provide individuals access to
resources when they are facing ethical challenges or
observing others making unethical decisions (Smith-Crowe
et al., 2014; Tenbrunsel et al., 2003; Trevino, 1990; Weaver,
Treviño, & Cochran, 1999). These infrastructures may be
particularly helpful in transforming organizations that have
strong norms of dishonesty. More recently, research has
found that these formal systems that integrate values and
structures are particularly effective when informal sys-
tems—which signal to employees appropriate organization-
al conduct—actually push individuals to behave unethically
(Smith-Crowe et al., 2014). In contexts with strong norms to
act dishonestly, introducing interventions using a single
approach, as noted in prior sections, may send mixed
messages that generate adverse effects. In contrast,
introducing organizational infrastructures that integrate
both values and structural considerations may be critical to
creating new norms of ethical behavior in these organiza-
tions while reducing the risk of adverse effects.
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General discussion

Despite the pervasive nature of unethical behavior and
the growth in knowledge about the antecedents and
consequences of unethical behavior, there has been little
discussion about effective interventions aimed to curb
unethical behavior. This paper discusses the power of
subtle changes and shows how they can point our moral
compass toward a more ethical direction. Taking into
account that our morality is malleable and that wrongdo-
ing does not require awareness, researchers have taken
two main approaches to rebooting morality: (1) a values-
oriented approach that shifts individuals’ preferences to be
ethical by reminding them of their moral ideals or the
moral ideals of the group or organization, and (2) a
structure-oriented approach that redesigns the decision
itself such that the temptation to cheat is no longer
appealing during the moment of the decision.

While these two approaches both target unethical
behaviors, they operate very differently. Because values-
oriented fixes target individuals’ desires to be more ethical
and stresses the importance of ethical values more
generally, these fixes bring ethicality into awareness for
the individual. However, values-oriented interventions
may be less effective if there exist countervailing structural
forces that tempt individuals to act unethically (e.g.,
existing goals are framed as losses or difficult to reach). In
contrast, because structural interventions target specific
forms of dishonesty, they may have limited influence in
other domains where the intervention is not present. For
example, we posit that although setting a default income
on tax filings may reduce cheating on taxes, this
intervention would not impact cheating in the work-
place—a form of dishonesty that is outside the scope of
impact for this structure-oriented intervention.

Given the limitations of each approach, we encourage
organizational scholars to consider an integrative ap-
proach that combines strategies from each approach while
avoiding incompatible ones. We highlight that an integra-
tive approach may even be helpful for situations in which
individuals are ethically unaware. By identifying these
approaches to reducing unethical behavior, we call for a
shift in focus in behavioral ethics research. Over the last
two decades, we have learned a lot about the antecedents
and consequences of unethical behavior based on research
across various disciplines, including moral psychology,
organizational behavior, economics, and management
more generally. Although we recognize the important
insights this research has identified, we argue that it is now
time to put more effort into understanding how values-
oriented and structure-oriented changes can interact to
reduce unethical behavior in the workplace and in society
more generally. By providing a newly integrative approach
toward reducing unethical behavior, we hope future
research will be able to solve the ethical challenges that
organizations and their managers so commonly face.

Role of lab and field experiments

Interventions, we believe, do not exist in isolation—that
is, the underlying values and structures of the organizational

context impacts whether any given intervention has its
intended effect. Thus, more experiments—in both the lab
and field—are needed to better understand (1) the impact of
these interventions in organizational contexts, (2) the
mechanics of these interventions, (3) the boundary condi-
tions in which these interventions lead to intended and
unintended consequences.

Put differently, evidence about the effectiveness of a
single intervention from one method is inconclusive about
the intervention’s effectiveness across a variety of contexts
in the field (Laury & Taylor, 2008; Voors, Turley, Kontoleon,
Bulte, & List, 2012). Given the strengths and weaknesses of
both methods, ‘‘mixed-context’’ experiments in both the
lab and field are needed to understand the optimal
combination of values- and structure-oriented interven-
tions that most effectively curb unethical behavior. Just as
integrating values and structure-oriented approaches can
offset each approach’s respective weaknesses, experiments
in multiple contexts can offset the weaknesses of any given
method. For example, a field experiment showing the
effectiveness of a structure-oriented intervention—al-
though externally relevant—may be a boundary case in
which specific underlying values or structure of the
organization interacted with the intervention to produce
the documented effect. Complimentary lab experiments
may provide insight into the boundary cases in which the
intervention is effective and ineffective. Similarly, al-
though lab experiments provide researchers with preci-
sion in understanding the main effect of these
interventions, boundary conditions, and the mechanisms
in which these interventions impact behavior, there is
evidence that findings in ‘‘context-free’’ lab experiments
do not replicate in other field contexts (Voors et al., 2012).
Thus, replication of lab experiments in the field can provide
greater external validity (List, 2011) and give additional
credence to prescriptive recommendations based on
empirical evidence (Bazerman, 2005; Campbell, 1969).

Additionally, lab and field experiments are well-
positioned to answer three critical questions that have
remained unanswered when considering how to imple-
ment interventions targeted at reducing or eliminating
unethical behavior (Rogers & Frey, in press). First, when
should these interventions be introduced? Findings from
research on the timing of ethics codes suggest that that
some interventions should occur right before or during the
moment of temptation (Shu et al., 2012), whereas other
strategies depend on timing interventions well before the
moment of temptation (Milkman et al., 2011; Nickerson &
Rogers, 2010; Rogers & Bazerman, 2008; Thaler & Benartzi,
2004). More research is needed to understand how the
effectiveness of interventions varies with the timing of
intervention. Secondly, what effects do the same inter-
ventions have over time? Are one-time interventions
enough, and if not, how does repeated exposure to the
same intervention impact its effectiveness over time? For
example, how do people respond to ethics codes with
every additional ethics code they encounter? Lastly, what
happens when these interventions are removed—will
behavior resume back to pre-intervention levels or persist?
These questions reveal that the structural considerations
of how interventions are implemented may be just as
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ortant as what interventions are implemented. And, as
 have noted, conducting ‘‘mixed-context’’ experiments
y be essential to answering these questions.

itations and areas for future research

Our paper provides an overview of how values- and
cture-oriented approaches interact to reduce unethical
avior in organizations. These prescriptive recommen-
ions are based on existing research and are by no means
extensive list of integrative strategies that influence
thical behavior. In this paper, we have mostly focused
how individuals, organizational leaders, and policy

kers can structurally redesign tasks that bring values to
 forefront of individuals’ minds while also reducing the
ptation to cheat. More research is needed to under-
d how the role of values and structures differ when

igning groups, organizations, and societies.
Additionally, given that unethical behavior encom-
ses a wide range of harmful acts that differ in their
ses and consequences (Brief, 2012), more research is
ded to understand how the combination of values- and
cture-oriented approaches may differ in their effec-
ness, depending on the varying types of unethical
avior targeted. For example, the optimal combination
alues- and structure-oriented interventions aimed to

uce more explicit forms of unethical behavior (i.e.,
ating on taxes) may differ from those intended to
igate unethical decisions made outside individuals’
areness (i.e., implicit discrimination in organizations).
ewise, more research is needed to understand how the
imal set of approaches aimed toward reducing unethi-
behavior may differ from those seeking to promote

ical and prosocial behavior in organizations. Thus,
her empirical research is needed to calibrate the set of
rventions most appropriate for each category of
thical behaviors.

Relatedly, more future research is needed to under-
stand how these strategies differ in magnitude or the extent
of impact across these varying approaches and strategies.
In particular, the magnitude of impact can be divided into
three main components: the size of the treatment effect
given a particular intervention (strength), the length of
time these effects hold over the course of the intervention
(duration), and the length of time these effects hold after
the intervention (persistence) (Hunt & Rogers, in press).
Given the lack of comparability in results of research
employing varying methodologies in different environ-
ments, we have little evidence to compare the effects size
of these interventions relative to one another over time.
Future research is needed to understand the extent to
which effects of strategies based on values-oriented,
structure-oriented, or integrative approaches are strong,
durable, and persistent.

Conclusion

Given the rapid growth within the last two decades in
research on the motivations behind and ramifications of
unethical behaviors, we argue in this paper that descriptive
research on dishonesty also has prescriptive implications in
preventing dishonest acts and promoting ethical behaviors.
Although by no means exhaustive, the distinction we
drew between values-oriented and structure-oriented
approaches demonstrates that there is no one right
approach to reduce unethical behavior in organizations
and society more broadly. Just as it is may not be practical,
feasible, or effective to remind people of their morality
before encountering every opportunity to cheat, it is also not
possible to eliminate all temptations or opportunities to
behave unethically. Thus, both researchers and practitioners
can benefit from better understandings of how these
interventions that target a variety of unethical behaviors
can work in concert to fix our moral bugs.
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Schweitzer, M. E., Ordóñez, L., & Douma, B. (2004). Goal setting as a
motivator of unethical behavior. Academy of Management Journal,
47(3), 422–432.

Shafer, W. E., Morris, R. E., & Ketchand, A. A. (2001). Effects of personal values
on auditors’ ethical decisions. Accounting, Auditing & Accountability
Journal, 14(3), 254–277.

Shalvi, S., Eldar, O., & Bereby-Meyer, Y. (2012). Honesty requires time (and
lack of justifications). Psychological Science, 23(10), 1264–1270.

Shockley, R. A. (1982). Perceptions of auditor independence: A conceptual
model. Journal of Accounting Auditing, and Finance, 5, 126–143.

Shu, L. L., Gino, F., & Bazerman, M. H. (2011). Dishonest deed, clear
conscience: When cheating leads to moral disengagement and moti-
vated forgetting. Personality and Social Psychology Bulletin, 37(3), 330–
349.

Shu, L. L., Mazar, N., Gino, F., Ariely, D., & Bazerman, M. H. (2012). Signing at
the beginning makes ethics salient and decreases dishonest self-reports
in comparison to signing at the end. Proceedings of the National Academy
of Sciences, 109(38), 15197–15200.

SKAT (2005). Tax in Denmark: An introduction for new citizens. Copenhagen:
SKAT.

Smith-Crowe, K., Tenbrunsel, A., Chan-Serafin, S., Brief, A., Umphress, E., &
Joseph, J. (2014). The ethics ‘‘fix’’: When formal systems make a differ-
ence. Journal of Business Ethics, 1–11.

Stevens, B. (2008). Corporate ethical codes: Effective instruments for influ-
encing behavior. Journal of Business Ethics, 78(4), 601–609.

Tajfel, H., & Turner, J. C. (1986). The social identity theory of intergroup
behaviour. In S. Worchel & W. G. Austin (Eds.), Psychology of intergroup
relations (pp. 7–24). Chicago: Nelson.

Tenbrunsel, A., Smith-Crowe, K., & Umphress, E. (2003). Building houses on
rocks: The role of the ethical infrastructure in organizations. Social Justice
Research, 16(3), 285–307.

Tenbrunsel, A. E., Diekmann, K. A., Wade-Benzoni, K. A., & Bazerman, M. H.
(2010). The ethical mirage: A temporal explanation as to why we are not
as ethical as we think we are. Research in Organizational Behavior, 30(0),
153–173.

Tenbrunsel, A. E., & Messick, D. M. (1999). Sanctioning systems,
decision frames, and cooperation. Administrative Science Quarterly,
44(4), 684–707.

http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0350
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0350
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0355
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0355
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0355
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0360
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0360
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0365
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0365
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0365
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0365
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0370
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0370
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0375
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0375
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0375
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0375
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0380
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0380
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0380
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0385
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0385
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0385
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0385
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0390
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0390
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0390
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0390
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0395
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0395
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0400
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0400
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0400
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0405
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0405
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0405
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0410
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0410
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0410
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0415
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0415
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0415
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0420
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0420
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0425
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0425
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0425
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0430
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0430
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0435
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0435
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0440
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0440
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0440
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0445
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0445
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0445
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0450
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0450
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0450
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0450
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0455
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0455
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0455
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0455
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0460
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0460
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0460
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0460
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0465
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0465
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0470
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0470
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0470
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0475
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0475
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0475
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0480
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0480
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0480
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0480
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0485
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0485
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0485
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0490
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0490
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0490
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0495
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0495
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0500
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0500
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0505
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0505
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0505
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0510
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0510
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0515
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0515
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0520
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0520
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0520
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0525
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0525
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0525
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0530
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0530
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0530
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0535
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0535
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0535
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0540
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0540
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0545
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0550
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0550
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0555
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0555
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0555
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0560
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0560
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0560
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0565
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0565
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0565
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0570
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0570
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0575
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0575
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0580
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0580
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0580
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0580
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0585
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0585
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0585
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0585
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0586
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0586
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0595
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0595
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0600
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0600
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0605
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0605
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0605
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0610
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0610
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0610
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0615
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0615
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0615
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0620
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0620
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0620


Thal

Thal

Thal

Trev

Trev

Trop

Tver

Vall

T. Zhang et al. / Research in Organizational Behavior 34 (2014) 63–79 79
er, R. H., & Benartzi, S. (2004). Save more tomorrowTM: Using behavioral
economics to increase employee saving. Journal of Political Economy,
112(S1), S164–S187.
er, R. H., & Sunstein, C. R. (2003). Libertarian paternalism. American
Economic Review, 93(2), 175–179.
er, R. H., & Sunstein, C. R. (2008). Nudge: Improving decisions about health,
wealth and happiness. Yale University Press.
ino, L. K. (1990). A cultural perspective on changing and developing
organizational ethics. Research in Organizational Change and Develop-
ment, 4(2).
iño, L. K., Weaver, G. R., & Reynolds, S. J. (2006). Behavioral ethics in
organizations: A review. Journal of Management, 32(6), 951–990.
e, Y., & Liberman, N. (2003). Temporal construal. Psychological Review,
110(3), 403–421.
sky, A., & Kahneman, D. (1991). Loss aversion in riskless choice: A
reference-dependent model. Quarterly Journal of Economics, 106(4),
1039–1061.
acher, R. R., & Solodky, M. (1979). Objective self-awareness, standards of
evaluation, and moral behavior. Journal of Experimental Social Psychology,
15(3), 254–262.

Voors, M., Turley, T., Kontoleon, A., Bulte, E., & List, J. A. (2012). Exploring
whether behavior in context-free experiments is predictive of behavior
in the field: Evidence from lab and field experiments in rural Sierra
Leone. Economics Letters, 114(3), 308–311.

Wade-Benzoni, K. A. (1999). Thinking about the future: An intergenerational
perspective on the conflict and compatibility between economic
and environmental interests. American Behavioral Scientist, 42(8),
1393–1405.

Weaver, G. R., Treviño, L. K., & Cochran, P. L. (1999). Corporate ethics
programs as control systems: Influences of executive commitment
and environmental factors. Academy of Management Journal, 42(1),
41–57.

Wegner, D. M. (2003). The illusion of conscious will. Cambridge: MIT Press.
Wright, D. B., Hanoteau, F., Parkinson, C., & Tatham, A. (2010). Perceptions

about memory reliability and honesty for children of 3 to 18 years old.
Legal and Criminological Psychology, 15(2), 195–207.

Zhong, C.-B., Liljenquist, K. A., & Cain, D. M. (2009). Moral self-regulation.
In D. D. Cremer (Ed.), Psychological perspectives on ethical behavior and
decision making (pp. 75–89). Charlotte, NC: Information Age.

http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0625
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0625
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0625
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0625
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0630
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0630
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0635
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0635
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0640
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0640
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0640
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0645
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0645
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0650
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0650
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0655
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0655
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0655
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0660
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0660
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0660
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0665
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0665
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0665
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0665
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0670
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0670
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0670
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0670
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0675
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0675
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0675
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0675
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0680
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0685
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0685
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0685
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0690
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0690
http://refhub.elsevier.com/S0191-3085(14)00012-4/sbref0690

	Morality rebooted: Exploring simple fixes to our moral bugs
	Why do people act unethically?
	Unstable preferences for morality
	Bounded ethicality

	Approaches to reducing dishonesty
	Values-oriented approach: shift preferences toward morality
	Limitations

	Structure-oriented approach: reduce specific acts of unethical behavior
	Limitations


	An integrative approach
	Remove incompatibilities to avoid adverse effects
	When values-oriented interventions backfire
	When structure-oriented interventions backfire

	Design integrative strategies
	Align values and timing of decision
	Make early commitments to future ethical decisions
	Create opportunities for contemplation in tasks
	Connect self-concept to environment
	Joint versus separate evaluation
	Design ethical infrastructures


	General discussion
	Role of lab and field experiments
	Limitations and areas for future research

	Conclusion
	References


